Dense granular flow down an inclined plane: A comparison between the hard particle model and soft particle simulations
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The granular flow down an inclined plane is simulated using the discrete element (DE) technique to examine the extent to which the dynamics of an unconfined dense granular flow can be well described by a hard particle model. First, we examine the average coordination number for the particles in the flow down an inclined plane using the DE technique using the linear contact model with and without friction, and the Hertzian contact model with friction. The simulations show that the average coordination number decreases below 1 for values of the spring stiffness corresponding to real materials, such as sand and glass, even when the angle of inclination is only 1° larger than the angle of repose. Additional measures of correlations in the system, such as the fraction of particles with multibody contact, the force ratio (average ratio of the magnitudes of the largest and the second largest force on a particle), and the angle between the two largest forces on the particle, show no evidence of force chains or other correlated motions in the system. An analysis of the bond-orientational order parameter indicates that the flow is in the random state, as in event-driven (ED) simulations [V. Kumaran, J. Fluid Mech. 632, 107 (2009); J. Fluid Mech. 632, 145 (2009)]. The results of the two simulation techniques for the Bagnold coefficients (ratio of stress and square of the strain rate) and the granular temperature (mean square of the fluctuating velocity) are compared with the theory [V. Kumaran, J. Fluid Mech. 632, 107 (2009); J. Fluid Mech. 632, 145 (2009)] and are found to be in quantitative agreement. In addition, we also conduct a comparison of the collision frequency and the distribution of the precollisional relative velocities of particles in contact. The strong correlation effects exhibited by these two quantities in event-driven simulations [V. Kumaran, J. Fluid Mech. 632, 145 (2009)] are also found in the DE simulations.


I. INTRODUCTION

Dense sheared granular flows are encountered in many applications, including geophysical applications such as avalanches as well as in industrial applications involving conveying of solids. In these flows, the energy required for “fluidizing” the system is provided by the mean shear and is not due to forcing at boundaries. In the modeling of dense granular flows, it is important to examine the range of densities and material properties for which the interaction between particles can be adequately represented as instantaneous collisions. Treating the interparticle interactions as instantaneous collisions results in several simplifications, the most important of which is the Bagnold form for the stress tensor where all components of the stress are proportional to the square of the shear rate. This would also facilitate the use of models based on kinetic theory calculations1–9 to be applied for dense granular flows. However, there is as yet no consensus on whether dense granular flows can be modeled using an instantaneous collision model at all and in what parameter ranges. Partly, this is because a dense flow of hard particles involves two limiting processes. Multiple contacts are intuitively expected in the limit of volume fractions greater than about 50% in three dimensions, and the multiple contacts would occur more frequently when the coefficient of restitution is decreased. However, in the limit of hard particles (the elasticity modulus of materials, such as sand and glass, is of the order of 100 GPa), the contact time between pairs of particles goes to zero, and one would expect the binary collision approximation to be valid provided the coefficient of restitution is O(1). The balance between these two limiting processes would determine the range of volume fractions and material properties for which a binary collision approximation is expected to be valid.

Large scale simulations10 of dense granular flows down an inclined plane have been able to provide a detailed description of the dynamics within the flow, which was not previously accessible in experiments. The simulations reveal several surprising features. It is found that the volume fraction in the bulk of the flow is a constant, independent of the total height and of conditions at the bottom boundary, and dependent only on the angle of inclination. All the components of the stress are found to be proportional to the square of the strain rate (Bagnold law); this relationship is a dimensional necessity if the only time scale in the flow is the inverse of the strain rate, and the period of particle interactions does not influence the flow dynamics (gravitational acceleration does not provide a material time scale since it provides a body force acting on the entire material and not a stress due to material deformation).

There have been some simulation studies11–13 that have also indicated that the constitutive relations derived from the kinetic theory based on the binary collision approximation...
are valid for these flows, while other studies\textsuperscript{14-17} suggested that long-range correlations are important and the kinetic theory cannot be applied for these flows. The simulations of Silbert \textit{et al}.\textsuperscript{10} did show that the coordination number (number of particles in simultaneous contact with a particle) is larger than 1, indicating that multiple contacts dominate. However, the spring stiffness for interparticle interactions in that simulation was kept lower than that for real materials in order to increase the time step for the computations and decrease the computation time. Here, our focus is on the issue of the range of parameter values for which the flows of real materials can be well approximated by a hard particle model.

For a fluid of elastic particles, it is well known\textsuperscript{\textit{\textendash}18,19} that the kinetic theory calculations are valid only in the dilute limit, and they become invalid at higher densities due to the effect of correlations. Correlations are incorporated by solving the ring-kinetic equation for the three-particle distribution function, and these correlations lead to the divergence of the viscosity in two dimensions [proportional to $\log(\gamma)$] and a contribution to the viscosity proportional to $\gamma^{3/2}$ in three dimensions, where $\gamma$ is the strain rate. The divergence of the transport coefficients is related to the long-time tails in the velocity autocorrelation function, which are due to the conserved nature of the transverse momentum fluctuations.\textsuperscript{20}

However, recent works, both theoretical\textsuperscript{21-23} and experimental\textsuperscript{24} have shown that the long-time tails in the velocity autocorrelation functions are not present in a sheared granular flow. This is because in contrast to a normal fluid, energy is dissipated in particle interactions in a granular flow, and so energy is not a conserved variable. Therefore, the kinetic theory for granular materials is valid for a larger range of volume fractions than that for molecular fluids.

Correlations are often interpreted as either dense clusters of particles or linear “force chains,” in which the stress transmission is concentrated in long chains of particles, which often extend from one boundary to the other, or as dense clusters of particles in correlated motion.\textsuperscript{16,17} While force chains are easily visualized in experiments on photoelastic disks,\textsuperscript{25} they are more difficult to quantify, especially in three dimensional simulations or experiments. The significance of force chains could also depend on the conditions under which the material is deformed if the force chain is defined as a linear element with compressive stresses at both ends of the chain. If the material deformation is carried out under constant volume conditions and if the volume fraction is greater than the random close pack volume fraction, there will be multiple contacts between particles, which could be organized as chains of highly stressed particles spanning the sample. Alternatively, for flows with a free surface such as chute flows, it is difficult to envision force chains extending up to the surface since there is no compressive stress at the free surface. However, there could be force chains at a depth where the hydrostatic head provides the necessary compressive force on the particles, and these force chains could branch out and decrease in amplitude as the surface is approached.

Spatial correlations for the local collision frequency have been observed in hard particle simulations.\textsuperscript{26} In two-dimensional silo simulations, particles within the flow having the highest collision frequency were identified. The significant finding was that the particles with the highest collision frequency were formed linear structures, often system spanning in the cross-stream direction, which transmit most of the momentum. These structures experience slow relaxation, and the lifetime increases as the close packing volume fraction is approached. However, the authors were not able to extract a diverging length scale from the simulations. In a similar manner, Baran \textit{et al}.\textsuperscript{27} were also not successful in finding a diverging length scale in the simulations of the flow down an inclined plane. Experiments and simulations\textsuperscript{24} show that the temporal velocity autocorrelation functions in a sheared granular flow decay faster than those in an elastic hard particle fluid at equilibrium.

In this regard, some recent results from hard particle event-driven (ED) simulations seems to suggest that all of the evidence is broadly consistent, provided it is interpreted carefully, as follows.\textsuperscript{28,29} In the rapid flow regime, the stress is proportional to the square of the strain rate (Bagnold scaling) on the basis of the dimensional analysis since the contact lifetime and the spring stiffness do not affect the dynamics. Soft particle simulations\textsuperscript{30-32} under constant volume conditions have shown that in the limit of high spring stiffness or low contact time, the flow exhibits Bagnold scaling for volume fractions of up to 0.58, but it seems to undergo a transition to the quasistatic regime at a volume fraction between 0.58 and 0.59. This was inferred as evidence that granular flows are always in the quasistatic regime even at volume fractions below the random close packing volume fraction of 0.64. This is in contrast to kinetic theories, which assumed that the kinetic regime could be extended to the random close packing volume fractions provided the particles were made stiff enough. However, recent ED simulations on hard particle systems have shown that the random close packing limit is lower in sheared inelastic fluids when compared to elastic fluids at equilibrium.

In hard particle systems,\textsuperscript{33} the approach to random close packing is characterized by a diverging pair distribution function. In the empirical correlation proposed by Torquato,\textsuperscript{33} the pair correlation function diverges proportional to $(\phi_c - \phi)^{-1}$, where $\phi_c = 0.64$ is the random close packing volume fraction for an elastic fluid at equilibrium. In a dynamical simulation, the divergence of the pair distribution function is measured by the divergence in the collision frequency since the collision frequency is proportional to the product of the pair distribution function and the square root of the temperature in the dense limit. It has commonly been assumed that the divergence of the pair distribution function in a sheared inelastic fluid also takes place at the volume fraction $\phi_c = 0.64$. However, some recent ED simulations indicate that the collision frequency in a sheared inelastic fluid diverges at a lower volume fraction, which is dependent on the coefficients of restitution.\textsuperscript{28,29} It should be noted that ED simulations suffer from the disadvantage of inelastic collapse very close to the random close packing limit, and numerical errors caused particle overlaps. However, this is different from the divergence of the collision frequency at the random close packing limit, which is a system property and not an artifact of the simulation, which occurs even for an elastic
liquid. The divergence of the collision frequency is inferred by plotting the inverse of the collision frequency as a function of the volume fraction and extending the curves to the horizontal axis. Data extrapolated in this manner show that the volume fraction for the divergence of the collision frequency for a sheared inelastic fluid is smaller than that for an elastic fluid. For the lowest coefficients of restitution in the range of 0.8–0.6, which were studied for rough particles, the collision frequency diverged at a random close packing volume fraction between 0.58 and 0.59. This implies that the seeming contradiction between soft particle simulations (which observed quasistatic scaling for volume fractions greater than about 0.59) and kinetic theory (where it was previously assumed that the random close packing volume fraction is 0.64) could be removed by replacing the random close packing volume fraction by the volume fraction for arrested dynamics $\phi_{\text{ad}}$, which is defined as the volume fraction at which the collision frequency diverges in the sheared state. It should be noted that the distinction in $\phi_{\text{ad}}$ between a sheared and an unsheared system is different from the distinction between jamming and random close packing in collections of spheres since there is no applied shear in the latter case.

The above evidence is also consistent with large scale soft particle simulations of flows down an inclined plane, where the maximum volume fraction is observed to be about 0.59. In constant volume soft particle simulations, this is the maximum volume fraction at which the kinetic regime can exist in the limit of large spring stiffness, and above this volume fraction, the system is necessarily in the quasistatic regime where stress is transmitted by force chains. If force chains require compressive stresses at both ends, then force chains cannot exist in a flow with a free surface since there are no compressive forces on the free surface. Therefore, the system expands so that the volume fraction remains below the maximum limit for the kinetic transmission of stress. From the rapid flow perspective, the revised random close packing volume fraction in the presence of shear is in the range of 0.58–0.59, and so the flow down an inclined plane does not have a volume fraction greater than this. Therefore, the results of soft and hard particle simulations, constant volume and free surface simulations, as well as kinetic theory are all in agreement in this respect.

There is less agreement with respect to constant stress simulations, where the stress is kept as a constant and the volume fraction is varied. In this case, the distinction between the binary contact regime and the multibody contact regime has been made on the basis of the ratio of the average contact time in the simulation and the time period of a binary collision. Note that the time period of a binary collision is independent of the particle velocity in the linear contact model. Campbell reported that the system is in the multibody contact regime even when the overburden is of the order of one layer for 1 mm sand particles. This conclusion is based on an estimate of the spring constant based on the study of Bathurst and Rothenberg discussed below. However, in the contact lifetime distribution for the flow down an inclined plane, Silbert et al. found that the dynamics is dominated by the interactions with very short lifetimes. A part of the difference may be because the simulations of Campbell are carried out with a constant stress, whereas those of Silbert et al. and Brewster et al. have a constant volume fraction and linear stress profile across the height of the flowing layer. More studies need to be done to resolve this contradiction.

Another interpretation of force chains emerges from contact-dynamics (CD) simulations, which are a combination of hard particle simulations (because they consider the resisting force to be infinite at contact) and molecular dynamics-type simulations (because the particles are advanced in constant time steps). Because the system evolution progresses in constant time steps and not in collision events, there could be multiple collisions in a given time step. In the case of multiple collisions, all the colliding particles are considered to be simultaneously in contact, and the impulses between the particles are determined on the basis of the collision laws. The solutions for the collision impulses for multiple particles in contact are not unique, however, and a procedure has to be devised to choose one of the possible solutions. In this case, multiple particles in simultaneous contact are considered to be force chains, and the stresses transmitted by these particles are considered to be “contact stresses,” in contrast to collisional stresses due to binary collisions.

There is a difference between the results of CD simulations and ED simulations with regard to the interpretation of multibody contacts. In two dimensions, ED simulations are able to access volume fractions up to about 0.75–0.8, depending on the coefficient of restitution (see Refs. 11 and 13, for example), and this simulation technique incorporates only binary collisions. At the same volume fraction, CD simulations (see Ref. 15, for example) indicate that the “static stress” (which includes multiple contacts) and the “collisional stress” (which is measured only over binary collisions) is larger than 1. The stress ratios in the abovementioned paper are plotted on a log scale, and so they become quite large. This implies that there are multibody contacts in two dimensions at volume fractions as low as 0.75. This indicates a clear difference between hard particle and contact-dynamics simulations with regard to force chains, and it would be worthwhile to examine whether the time resolution alters the multibody contact network in contact-dynamics simulations.

The simulations of Lois et al. were all restricted to two dimensions. In their studies, it was observed that the volume fraction, temperature, and strain rate profiles obtained in the CD simulations were similar to those in discrete element (DE) simulations. However, Lois et al. concluded that kinetic theory does not apply to dense flows due to enduring contacts in the CD simulations. In particular, they have compared the “kinetic” and “static” stresses to show that multibody contacts are important at high densities. For dense shear flows, Lois et al. formulated a shear transformation zone theory, following an earlier work on the deformation of amorphous solids under shear. For this, they introduced additional state variables and transition probabilities for the local rearrangements in the flow. These transition probabilities are related to the granular temperature and the
ratio of the shear and normal stresses, and these relations involve material constants. These constants were fitted using simulation results for the variation of $(\sigma/p)$ with $(\gamma d / \sqrt{T})$ for a steady shear flow in the absence of gravity using Lees–Edwards boundary conditions. Here, $\sigma$ and $p$ are the shear stress and pressure, $\gamma$ is the strain rate, $T$ is the granular temperature, and $d$ is the particle diameter. The authors found that the dependence of $(\sigma/p)$ on $(\gamma d / \sqrt{T})$ is the same for a homogeneous shear flow and for the flow down an inclined plane if the same particle interaction law is used.

The work of Lois et al.\cite{37} was also one of the motivations for modifications of the inelastic dissipation rate by Jenkins\cite{16,17} to account for the correlated motions in a dense granular flow. While these modifications do provide better agreement between kinetic theory and simulations, the presence of correlations should also be independently verifiable in soft particle simulations since all microscopic variables are accessible in these simulations. Detailed studies\cite{27} of the velocity autocorrelation function in dense flows using DE simulations have not detected any long-range velocity correlations. There is an unresolved issue that multibody contacts are present in CD simulations, while they are absent in ED simulations at the same area fraction in two dimensions.

In the inclined plane simulations,\cite{10} it is also observed that the stress is accurately described by Bagnold law for variations in the spring constant over many orders of magnitude. In fact, the Bagnold law appears to be applicable even when the particles are in the multibody contact regime, and the magnitudes of the stresses do not change very much as the spring stiffness is increased and the system transitions from a multibody contact regime to the binary collision regime. This is a puzzle that has not been satisfactorily resolved. One possible explanation is that even though there are multiple contacts, there is one dominant force on a particle. This is in contrast to the quasistatic regime where the particle is simultaneously acted on by forces from many neighbors, which are roughly of the same magnitude. This explanation was explored by Reddy and Kumaran,\cite{12} who found that the average ratio of the magnitude of the second largest to the largest force is quite small even in the multibody contact regime. A related explanation (Ref. 37) is that particle motion is dominated by short-lived contacts for large spring stiffnesses, although the appearance of long-lived contacts was accompanied by the breakdown of Bagnold rheology as the stiffness of interparticle contacts was decreased. Further work needs to be done to resolve this issue.

One question is whether the constitutive relations based on the kinetic theory can reproduce all the qualitative features of a dense granular flow. This is slightly different from the issue of whether the flow is actually in the binary contact regime because simulations of the flow down an inclined plane (Refs. 37 and 12) have consistently shown that there is very little variation in the stress components for a given flow as the spring stiffness of interparticle contacts is changed for a given angle of inclination. The stress components vary by only 10%–20% when the spring stiffness changes by three to four orders of magnitude, and the dynamics transitions from the multibody contact to the binary collision regime. Therefore, it is necessary to examine two questions separately: the first being whether the flow can be modeled using constitutive relations based on the kinetic theory and the second whether the flow is actually in the binary contact regime.

For the flow down an inclined plane, it is now clear that all the qualitative features can be reproduced using constitutive relations obtained from the Chapman–Enskog procedure.\cite{45,46} In addition, it has been known that the stresses in the flowing granular materials are fairly well predicted by constitutive relations from the kinetic theory, but the energy dissipation rate due to inelastic collisions is consistently overpredicted.\cite{11} The quantitative differences, primarily in the energy dissipation rate, have been attributed to correlations not captured by the binary contact model in earlier studies.\cite{16,17} More recent works\cite{28,29} on the comparison between theory and hard particle simulations have shown that the quantitative difference in the dissipation rate could be explained by a change in the form of the distribution of precollisional relative velocities between colliding particles. It should be noted that in a dense flow, the stress transmission and energy dissipation occur primarily due to collisions, and the collisional stress and dissipation rate depend on the distribution of precollisional relative velocity between pairs of colliding particles.

It should be noted that the hard particle model, with which we compare our simulations results, is different from the kinetic theory because velocity correlations between colliding particles are included in the form of a modified relative velocity distribution at collision. The Chapman–Enskog procedure assumes that the two-particle velocity distribution function is the product of the single-particle distributions and the pair distribution function at contact. It is known that constitutive relations obtained using the Chapman–Enskog procedure do predict qualitatively, but not quantitatively, the stresses and dissipation rate in a dense granular flow.\cite{46} Hard particle simulations\cite{29} indicate that this approximation is not valid in a dense flow, and the distribution of the relative velocities undergoes a transition from a Gaussian distribution to an exponential distribution as the coefficient of restitution is decreased. If the correct form of the relative velocity distribution is incorporated in the theory, it is possible to quantitatively predict the stresses and the dissipation rate. Therefore, it is clear that quantitative agreement between simulations and hard particle simulations can be obtained if the effect of correlations on the relative velocity distribution of colliding particles is incorporated. It should be emphasized that the “hard particle model” used here for comparison is not the standard kinetic theory, but does include the effect of correlations.

Recent studies of Silbert et al.\cite{37} and Brewster et al.\cite{38} on the lifetime of contacts between particles seem to suggest that particle interactions are dominated by short-lived contacts, and the study of Reddy and Kumaran\cite{12} indicated that the coordination number is smaller than 1 when the spring constant suitable for real materials, such as sand and glass, are used in the simulations. In contrast, the studies of Campbell\cite{31,32,47} report that the flows of real materials are always in the multiple contact regime and conclude that the binary collision approximation is not valid for most situations of practical interest. As discussed above, one source of
disagreement is resolved by recognizing that the volume fraction for arrested dynamics for a sheared inelastic fluid is smaller than the random close packing volume fraction for an elastic fluid. In addition, the force chains observed in controlled volume experiments are not likely to be seen in flows with a free surface due to the lack of a compressive stress at the free surface. The second source of disagreement is the differences in the estimates for the spring stiffness for the interaction between two particles.

The two force-displacement contact laws that are widely used in simulations for elastic particles are the linear (Hookean) and the Hertzian contact laws, where the normal restoring forces are $f = k_n \Delta$ and $f = k_n' \delta^{3/2}$, respectively, where $\Delta$ is the linear deformation of two contacting particles perpendicular to the surfaces of contact. For inelastic particles, these relations are modified by including viscous damping terms, and similar relations can be written for the tangential force at contact as a function of the tangential displacement. The Hertzian contact law accounts for the increase in the area of contact between two smooth surfaces as the deformation increases and is therefore better suited for contacts between smooth particles. However, the linear contact law has a constant binary collision lifetime, independent of the approach velocities, and is consequently more widely used. In order to perform realistic simulations, it is necessary to determine the constants $k_n$ and $k_n'$ from the material properties of the grains.

If we assume that the spring constant depends only on the elasticity modulus $E$ and the particle diameter $d$, then by dimensional analysis, the spring stiffness for the linear contact law $k_n$ is proportional to $(Ed)$, while that for the Hertzian contact law, $k_n'$ is proportional to $(Ed^{1/2})$. The estimate $(Ed)$ has been used by Silbert et al. and Reddy and Kumaran for the linear spring constant in simulations. For the Hertzian contact model, an exact calculation by Mindlin and Deresiewicz shows that $k_n' \approx Ed^{1/2}$, in agreement with the estimate based on the dimensional analysis. Since most materials (such as sand and glass) have an elasticity modulus of the order of $10^{11}$ N/m$^2$, this results in the spring stiffness of the order of $10^9$ N/m for 100 μm particles for the linear model and a spring stiffness of the order of $10^{11}$ N/m$^{3/2}$ for the Hertzian model. The estimates of the dimensionless spring stiffness for linear and Hertzian contacts $[k_n/(mg/d)]$ and $[k_n'/((mg/d^{3/2})$], which are both proportional to $(Ed^2/mg)$, are given in Table I. It should be noted that at constant mass density and Young’s modulus, the scaled spring stiffness are proportional to $(1/d)^2$.

The estimate of Campbell has been based on the measurements of sound speed of the order of 100 m/s in loose sand, which provides an elasticity modulus of the order of $2 \times 10^7$ N/m$^2$, and a spring constant of the order of $10^3$–$10^4$ N/m for particles with diameter between 100 μm and 1 mm. This estimate has led Campbell to conclude that flows of real materials are always in the multiple contact regimes. This procedure is not in agreement with the Mindlin–Deresiewicz calculation for the spring constant in the Hertzian contact law, which is based on the compression modulus of the sand particle itself and not the compression modulus of a loose assembly of sand grains.

![Table I. The Young’s modulus $Y$, Poisson ratio $\nu$, mass density $\rho$, the dimensionless number $(Ed^2/mg)$, which is the estimate for both the dimensionless linear spring stiffness $[k_n/(mg/d)]$, as well as the dimensionless Hertzian spring stiffness $[k_n'/((mg/d^{3/2})]$, for spheres with a diameter of 100 μm some common materials.](image)

<table>
<thead>
<tr>
<th>Material</th>
<th>$Y$ $(10^9$ Pa)</th>
<th>$\nu$</th>
<th>$\rho$ $(10^3$ kg/m$^3$)</th>
<th>$(Ed^2/mg) \times 10^{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron/steel</td>
<td>190–210</td>
<td>0.27–0.30</td>
<td>7.83</td>
<td>4.63–5.13</td>
</tr>
<tr>
<td>Copper</td>
<td>130</td>
<td>0.33</td>
<td>8.96</td>
<td>2.77</td>
</tr>
<tr>
<td>Aluminum</td>
<td>70</td>
<td>0.33</td>
<td>2.70</td>
<td>4.94</td>
</tr>
<tr>
<td>Sand</td>
<td>90–125</td>
<td>0.2–0.45</td>
<td>2.50</td>
<td>6.87–9.55</td>
</tr>
<tr>
<td>Glass</td>
<td>50–90</td>
<td>0.18–0.3</td>
<td>2.60</td>
<td>3.67–6.61</td>
</tr>
</tbody>
</table>

![Experimental results have more recently become available, which directly measure the stiffness of contacts between particles.](image)
simulation studies have also shown that the time decay of elastic hard particles at equilibrium, the order parameter we do not report these here. Previous experimental and theoretical studies24 have examined the state of order in the flow.53 For a fluid of granular flows mostly have a volume fraction higher than 0.49, there is spontaneous crystallization to a face centered cubic (fcc) packing, and the coordination number is set equal to zero so that there is no dissipation due to displacement in the tangential direction. For a linear contact model with no friction, we obtain a steady flow only when the normal coefficient of restitution is less than 0.9, and so we report results for normal coefficients of restitution in the range of 0.6–0.8.

As formulated above, the DE model exactly corresponds to the rough particle model with \( \epsilon = 1 \), where the relative tangential velocity is reversed in a collision. Since the contact model in the DE simulations exactly corresponds to the collision model in the event-driven hard particle simulations, it is possible to make a quantitative comparison of the Bagnold coefficients obtained by the two techniques. In addition, we also compare the simulations with the predictions of the theory,29 which included the divergence of the collision frequency at \( \theta_{ad} < \dot{\phi}_c \) under shear and the modification of the relative velocity distribution due to correlations.

In an inclined plane flow, the volume fraction is a constant and the stress satisfies the Bagnold law in the bulk of the flow, where the distance from the boundaries is large compared to the “conduction length.”10 This is because the conduction term in the energy balance equation is small compared to the production of energy due to mean shear and the dissipation due to inelastic collisions in the bulk of the flow.46 and from the momentum balance equations (1) and (2) below. However, near the top and bottom boundaries, there are “conduction boundary layers” of thickness equal to the conduction length, where the conduction term in the energy balance equation is of the same magnitude as the shear production and inelastic dissipation, and where the volume fraction is not a constant. In this case, a dimensionless group can

\[
[k_n/(mg/d^2)] \text{ varies in the range of } 3.82 \times 10^{10} - 3.82 \times 10^9 \text{ for particles with diameter in the range of } 100 \mu m - 1 \text{ mm. In this case, the scaled spring stiffness decreases proportional to } (1/d) \text{ as the particle diameter } d \text{ is increased at constant elasticity modulus and mass density. For both linear and Hertzian contact models, it is difficult to obtain results for scaled spring stiffness greater than about } 10^8 \text{ due to computational limitations. In the present analysis, the trends in the structure and the dynamics are examined for scaled spring stiffness in the range of } 2 \times 10^3 - 2 \times 10^8.

The effect of the stiffness of particle contacts on the particles in the flow down an inclined plane is examined by calculating the coordination number, which is the average number of particles that are in simultaneous contact with a particle. In addition, the fraction of particles that overlap with 1, 2, 3, ... other particles is also calculated in order to examine the conditions under which the system is in a binary/multibody contact regime. The particle interaction models analyzed are the linear contact model with and without friction, as well as the Hertzian contact model with friction.

An important measure of ordering in the flow is the icosahedral order parameter \( Q_6 \) because it gives us information about the state of order in the flow. For a fluid of elastic hard particles at equilibrium, the order parameter \( Q_6 \) is 0 when the volume fraction is below 0.49. However, at 0.49, there is spontaneous crystallization to a face centered cubic (fcc) packing, and \( Q_6 \) becomes nonzero. This implies that kinetic theories based on dense gases cannot be used for a volume fraction higher than 0.49 because the system is in a crystalline state with a definite lattice symmetry. Since dense granular flows mostly have a volume fraction higher than 0.49, this means that the kinetic theories based on an isotropic pair distribution function are not valid. This leads Jenkins,33 for example, to employ a different set of constitutive relations for volume fractions greater than 0.49.

Recently, in simulations of sheared granular flows, it has been found using ED simulations that there is no spontaneous crystallization transition, and the system is in the random state even up to a volume fraction of 0.6.28,29 Shear spontaneously breaks the ordering in the system. If hard particle theories based on a random state are to be applicable to the flow down an inclined plane, then it is important to check that the relative arrangement of particles is, in fact, random in the DE simulations, and there is no fcc or hexagonal closed packed (hcp) ordering in the system. That is why the parameter \( Q_6 \) is important to verify that the state of order in the DE and ED simulations is the same.

An attempt is also made to analyze the effect of correlations in the flow. Previous simulation studies27 have shown that the spatial correlations in the velocities are insignificant. Our simulation results lead to the same conclusions, and so we do not report these here. Previous experimental and simulation28 studies have also shown that the time decay of the velocity autocorrelation function is much faster than that in an elastic fluid at equilibrium. Here, we examine the correlations in the forces acting on a particle using two measures, the “force ratio” and the “force angle,” which are discussed in detail later.

There are two important phenomena that significantly influence the dynamics in the shear flow of hard inelastic particles.28,29 The first, discussed above, is the divergence of the collision frequency at the volume fraction for arrested dynamics \( \phi_{ad} \) which is lower than the random close packing volume fraction for elastic particles at equilibrium. The second is the change in the form of the precollisssional relative velocity of colliding particles from the Gaussian relative velocity distribution for elastic particles to an exponential distribution for inelastic particles with normal coefficient of restitution \( \epsilon_c < 0.8 \). Both of these effects are examined in DE simulations of particles with finite spring stiffness. It is important to note that discrete collisions cannot be defined in the multibody contact regime where the coordination number is larger than 1. Therefore, the collision frequency and the relative velocity distribution are examined only for the largest spring stiffness \([k_n/(mg/d)] = 2 \times 10^8\) used in the present study.

The results for the Bagnold coefficients from the DE simulations are compared with the results of event-driven simulations.28,29 In order to make a quantitative comparison, we use a linear spring-dashpot model with no friction in the DE simulations. The spring constant \( k_n \) in the direction normal to the surfaces of contact is varied in the range of \( 2 \times 10^3 - 2 \times 10^8 \), while the damping constant \( \gamma_n \) is adjusted to obtain the same coefficient of restitution for two-body contacts as that used in the ED simulations. The damping constant in the direction tangential to the surfaces at contact \( \gamma_c \) is set equal to zero so that there is no dissipation due to displacement in the tangential direction. For a linear contact model with no friction, we obtain a steady flow only when the normal coefficient of restitution is less than 0.9, and so we report results for normal coefficients of restitution in the range of 0.6–0.8.
be formed using the energy flux, the stress, the particle mass, and the thermal conductivity, and so the Bagnold law is no longer a dimensional necessity. In order to obtain a constant volume fraction, it is necessary to show that this energy conduction term is not important in the bulk of the flow. This issue was examined in Ref. 46, where it was shown that the rate of conduction of energy is important in boundary layers of thickness comparable to the conduction length for a dense granular flow scales as \[ d/(1 - e_n)^{1/2} \], where \( e_n \) is the normal coefficient of restitution. The conduction length is large compared to the particle diameter for nearly elastic particles, but is of the same magnitude as the particle diameter for highly inelastic particles. In simulations, the thickness of the top and bottom boundary layers is usually about 3–5 particle diameters. In the present study, we focus on the bulk flow. The top 5 and bottom 5 layers in the \( y \) direction are not considered when results are reported, and only the central 30 layers are used for calculating the coordination number and the stresses in the flow.

II. SIMULATION TECHNIQUE

The granular material is composed of monodisperse hard particles of diameter \( d \) flowing down a plane inclined at an angle \( \theta \) to the horizontal. A Cartesian coordinate system is used, where the velocity and velocity gradient are in the \( x \) and \( y \) directions, respectively, while the \( z \) direction is perpendicular to the plane of flow, as shown in Fig. 1. It should be noted that throughout the analysis, the mass of a particle is set equal to 1 for simplicity so that the mass dimension is scaled by the particle mass. The shear and normal stress balances are

\[
\frac{d\sigma_{xy}}{dy} = -\rho g \sin(\theta),
\]

\[
\frac{d\sigma_{yy}}{dy} = \rho g \cos(\theta),
\]

where \( g \) is the acceleration due to gravity. The ratio of the shear and normal stresses is a constant in the flow,

\[
\left(\frac{\sigma_{xy}}{\sigma_{yy}}\right) = -\tan(\theta).
\]

In the simulations, periodic boundary conditions are applied in the \( x \) and \( z \) directions, while rough particle boundary conditions are applied at the bottom of the flowing layer in the \( y \) direction, and there is a free surface at the top of the layer. The simulation cell contains a total of 8000 particles, with aspect ratio of 2:4:1 along the \( x \), \( y \), and \( z \) directions, respectively. This gives us a total height of the flowing layer of about 40 particle diameters. The simulation is started with random initial velocities for all the particles, and the simulation is permitted to evolve until steady state is reached.

The discrete element technique is used for simulating the flow, and the particle contact models used here are the linear and Hertzian contact models. The linear contact model results in a constant coefficient of restitution for binary interactions, but the coefficient of restitution for the Hertzian contact model is velocity dependent, as discussed below. The details of the simulation technique have been discussed in detail in a previous study,10 and a brief summary is provided in Appendix A.

The linear contact model without friction can be directly compared with theory and with ED simulations with a constant coefficient of restitution since the contact time and coefficient of restitution are independent of the initial velocity. In the case of the linear contact model with no friction, we have been able to obtain a stable flow only for coefficient of restitution \( e_n = 0.8 \), while the flow for \( e_n = 0.9 \) was continuously accelerating. A stable flow was obtained when the angle of inclination was \( 21^\circ \leq \theta \leq 24^\circ \). In the case of the linear contact model with friction, we have been able to obtain a steady flow for \( e_n \leq 0.9 \), and we report the results for the coefficient of restitution in the range of \( 0.5 \leq e_n \leq 0.9 \). A steady flow is obtained when the angle of inclination is in the range of \( 21^\circ \leq \theta \leq 25^\circ \). In the case of the Hertzian contact model, we were not able to obtain a steady flow for a reasonable range of angles of inclination without friction. Therefore, we do not report the results for the Hertzian contact model with no friction. In the case of the Hertzian contact model with friction, a steady flow was observed for \( 21^\circ \leq \theta \leq 25^\circ \) when the friction coefficient is set equal to 0.5. The parameters used in the DE simulations are provided in Table II.

In addition to the DE simulations, we also use the ED simulations of the simple shear flow using the Lees–Edwards boundary conditions in the absence of gravity. The procedure used is the same as that in Refs. 28 and 29. The hard particle model is used in the ED simulations, and collisions between particles are instantaneous. The purpose is to make a comparison between the local rheology in the bulk of the granular flow down an inclined plane and the rheology in a uniform homogeneous shear flow. It has already been reported48 that rheological parameters in the bulk of the flow down an inclined plane in DE simulations are in quantitative agreement with those of a linear shear flow using DE simulations in the absence of gravity. This implies that the stresses in the bulk of the flow down an inclined plane are only a function of the local strain rate. The objective here is to compare the stresses in the DE simulations for the flow down an inclined plane, as the spring constant is increased, with the stresses for the hard particle model with instantaneous interactions. In this simulation technique, the interaction between particles are modeled as instantaneous contacts, in which the postcollisional relative velocity normal to the surface of contact is \(-e_n\) times the precollisional relative normal velocity, and the postcollisional relative velocity tangential to the surface of contact is \(-e_t\) times the precollisional relative tangential velocity. Here, \( e_n \) is the normal coefficient of restitution and \( e_t \) is the tangential coefficient of restitution. The tangen-

![FIG. 1. Configuration and coordinate system.](image-url)
tial coefficient of restitution \( e_r \) is set equal to 1 in the ED simulations in order to correspond to the choice \( \gamma_r = 0 \) in the DE simulations. The normal coefficient of restitution is calculated from Eq. (A7) for the linear force model.

The results of the DE simulations are compared with the results of event-driven hard particle simulations.\(^{28,29}\) Those simulations were carried out in a cubic box using 500 particles. All simulations were averaged over \( 2 \times 10^4 \) collisions per particle, after an initial equilibration run that extended over a time period corresponding to \( 2 \times 10^4 \) collisions per particle. For very small system sizes, when the system is sheared, it attains in-plane ordering for the volume fractions considered here, and the structure is not random. As the system size is increased, the ordered state becomes unstable and undergoes a transition to a random state. It is this random state that is of interest in the present analysis, so care has been taken to ensure that the structure is actually random in both ED and DE simulations. Event-driven simulations suffer from the disadvantage of numerical errors due to particle overlaps when the system becomes dense. Due to the finite numerical resolution in the computations and the round-off errors therein, the actual distance between particles at collision is not equal to the projected distance that was calculated in the event-driven algorithm. When the volume fraction is high, there are often repeated collisions involving the same particle separated by time intervals approaching the round-off errors. Due to this, there may be an overlap between two particles at a collision time comparable to the round-off errors. When the collision time is next calculated with overlapping particles, a positive collision time is not obtained because they are already overlapping. This could result in the overlaps becoming larger. This often happens at high densities, resulting in the failure of the numerical scheme. This is related to the inelastic collapse phenomenon, where an infinite number of collisions take place in finite time.\(^{55,56}\) and in the two-dimensional homogeneous cooling state of a granular fluid.\(^{57}\) This error can be overcome by using a more realistic velocity dependent coefficient of restitution, which goes to 1 when the relative velocity goes to 0 (Ref. 58) as predicted by theories of deformable viscoelastic particles,\(^{59}\) or by switching off inelasticity if the time between collisions is smaller than a minimum value.\(^{60}\) In the present analysis, we do not apply these techniques, and we report the results only for cases where there are no particle overlaps in the ED simulations. In case there are particle overlaps, the results are discarded.

### III. RESULTS

#### A. Contacts and coordination number

The average coordination number is the average number of particles that are in contact with a particle at any instant in time. Since the hard particle model was used in DE simulations, all interactions are instantaneous collisions and the coordination number is infinitesimally small. In the DE simulations, at every time step, the number of particles that are in contact with a particle is determined, and this is averaged over all the particles in the central region of the inclined plane flow and over time in order to obtain the average coordination number. We examine how the coordination number changes as the constants \( k_n \) and \( k_n' \) in the contact law are increased.

First, it is important to note that the coordination number is a function of height, even though the volume fraction shows very little variation with height, due to the increase in the overburden of particles deeper into the flow. This variation is shown for different angles of inclination and spring stiffnesses in Appendix B. Here, we find that the coordination number within the bulk of the flow, excluding the conduction layers with thickness of 5 particle diameters at the top and bottom, varies by about 15%. This is much larger than the variation in the volume fraction, but it is smaller than the variation expected if the coordination number increases proportional to the overburden. In the following, we show the results for the average coordination number in the bulk of the flow excluding the top and bottom 5 layers.

Figures 2–4 show the change in the coordination number as the stiffness parameters \( k_n \) and \( k_n' \) are increased over four orders of magnitude, both for linear contact law with no friction, the linear contact law with friction, and the Hertzian contact law with friction, respectively. In all cases, it is observed that the coordination number has a maximum value between 2 and 4 for the lowest angles of inclination and the lowest scaled spring stiffness of \( 2 \times 10^4 \) used in the present simulations. However, as the spring stiffness increases, the coordination number decreases. For a scaled spring stiffness

### Table II

Parameter values used in the DE simulations. The friction coefficient was set equal to 0.5 in all simulations with friction.

<table>
<thead>
<tr>
<th>Linear no friction</th>
<th>Linear with friction</th>
<th>Hertzian with friction</th>
</tr>
</thead>
<tbody>
<tr>
<td>([k_n/(mg/d)])</td>
<td>([\gamma_n/(g/d)^{1/2}])</td>
<td>(e_r)</td>
</tr>
<tr>
<td>(2 \times 10^5)</td>
<td>89.62</td>
<td>0.8</td>
</tr>
<tr>
<td>(2 \times 10^6)</td>
<td>283.40</td>
<td>0.8</td>
</tr>
<tr>
<td>(2 \times 10^7)</td>
<td>896.19</td>
<td>0.8</td>
</tr>
<tr>
<td>(2 \times 10^8)</td>
<td>2834.01</td>
<td>0.8</td>
</tr>
<tr>
<td>(2 \times 10^9)</td>
<td>203.01</td>
<td>0.6</td>
</tr>
<tr>
<td>(2 \times 10^6)</td>
<td>641.97</td>
<td>0.6</td>
</tr>
<tr>
<td>(2 \times 10^7)</td>
<td>2030.09</td>
<td>0.6</td>
</tr>
<tr>
<td>(2 \times 10^8)</td>
<td>6419.72</td>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>([k_n'(mg/d)])</th>
<th>([\gamma_n'/(g/d)^{1/2}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2 \times 10^5)</td>
<td>42.40</td>
</tr>
<tr>
<td>(2 \times 10^6)</td>
<td>134.07</td>
</tr>
<tr>
<td>(2 \times 10^7)</td>
<td>423.98</td>
</tr>
<tr>
<td>(2 \times 10^8)</td>
<td>1340.74</td>
</tr>
<tr>
<td>(2 \times 10^9)</td>
<td>2725.30</td>
</tr>
<tr>
<td>(2 \times 10^6)</td>
<td>861.82</td>
</tr>
<tr>
<td>(2 \times 10^7)</td>
<td>2725.30</td>
</tr>
<tr>
<td>(2 \times 10^8)</td>
<td>8618.15</td>
</tr>
</tbody>
</table>
of $2 \times 10^8$, the coordination number decreases below 1 in all cases, except for the lowest angle of inclination of $21^\circ$. This implies that each particle is in contact with less than 1 particle, on average, for a scaled spring stiffness of $10^8$ for both linear and Hertzian models. The coordination number increases systematically as the coefficient of restitution is decreased, and it is larger when there is friction between the particles. Also shown by the vertical dashed lines in Figs. 2 and 3 (and in subsequent figures for the linear contact law) are the scaled spring constants $k_n/(mg/d)$ of $3.82 \times 10^5$ and $3.82 \times 10^9$ for particles with diameters of 1 mm and $100 \ \mu m$, respectively, a mass density of $2500 \ \text{kg/m}^3$, and a typical dimensional spring constant of $2 \times 10^6 \ \text{N/m}$ (Refs. 50 and 52) for sand particles. It is clear that the coordination number for the flow of real particles is greater than 1 only at the lowest angle of inclination of $21^\circ$, and it decreases below 1 for all other angles of inclination. The dashed lines in Fig. 4 show that the coordination number for the Hertzian contact model is higher than that for the linear contact model for equal values of the scaled spring constant, smooth particles that follow the Hertzian contact law have a higher scaled spring constant than rough particles that follow a linear contact law. Due to this, the trends in Fig. 4 show that the coordination number for particles with the Hertzian contact law also decreases below 1 for all angles, except the lowest angle of $21^\circ$.

The duration of an interaction between two particles is independent of the approach velocity for the linear contact model, but does depend on the relative velocity in the Hertzian model. However, from the dimensional analysis, it can be inferred that the duration of an interaction is proportional to $(m/k)^{1/2}$. If the coordination number decreases proportional to the duration of an interaction at a fixed angle of inclination, one would expect the coordination number to decrease proportional to $k^{-1/2}$ (we have assumed the particle mass is 1 without loss of generality). The dotted lines in Figs. 2–4 have a slope of $-1/2$. It is observed that the decrease in the coordination number is consistent with the $k^{-1/2}$ power law at all angles of inclination, except for the lowest angle of $21^\circ$, where we see little change in the coordination number as the angle of inclination is increased.

More detailed statistics of particle contacts, including the fraction of particles in simultaneous contact with 1, 2, 3, ..., other particles, is provided in Appendix B. Consistent with
the coordination number results, we find that at the lowest angle of inclination \( \theta = 21^\circ \), there is little change in the number of particles with 1 and 2 contacts as the spring stiffness is increased. However, for \( \theta \geq 22^\circ \), there is a systematic decrease in the number of particles with 1 or more contacts as the spring stiffness is increased, and the fraction of particles with no contacts shows a monotonic increase.

In the case of particles with multiple contacts, we can use the force ratio,\(^1\) which is the ratio of the magnitudes of the second largest and the largest force acting on the particle at an instant. This force ratio is averaged over all the particles with two or more contacts, and over time, to get an average force ratio \( F_r \). The force ratio and force angle are intended to provide some quantitative indication of whether there are force chains in the system. A force ratio close to 1 is a necessary, although not sufficient, requirement for force chains since there should be, at least, two instantaneous opposing forces on a single particle if stress is to be transmitted, which means that the magnitude of the two largest forces have to be nearly equal. The force angle is intended to measure whether the forces are opposing each other.

In the quasistatic limit where a particle is held in place by forces of the same magnitude from all directions, the force ratio will be close to 1. Alternatively, if there is one dominant force on the particle while all other forces are close to zero, then the force ratio will be small. Therefore, the force ratio provides an indication of whether the motion of a particle with multiple contacts is dominated by one dominant contact with a large force or whether all the forces on a particle are of the same magnitude. The force ratio is shown as a function of the angle of inclination for the linear contact model with no friction in Fig. 5, for the linear contact model with friction in Fig. 6, and for the Hertzian contact model in Fig. 7. These figures show that the force ratio decreases as the angle of inclination increases and as the coefficient of restitution increases. The force ratio has a maximum value of about 0.4 for the softest particles considered here, but it decreases below 0.3 when the angle of inclination is 21° and for scaled spring constants corresponding to materials such as sand and glass. The force ratio is less than 0.2 for higher values of the angle of inclination, indicating that there is, on average, only one dominant force on a particle. The force ratio does not also show a significant dependence on friction.

For particles with multiple contacts, the “force cosine” can be used as a measure to determine whether a particle...
could be a part of a force chain as follows. Consider a particle with two contacts, in which the forces with the largest and second largest magnitude are \( \mathbf{F}_1 \) and \( \mathbf{F}_2 \). The cosine of the angle between these two forces is given by \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\). If the two largest forces on a particle with multiple contacts are nearly collinear, then the parameter \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\) will be close to \(-1\). If \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\) is close to zero, it indicates that there is no correlation in the alignment of the two largest forces. Since the two largest forces on the particles have to be nearly collinear for the particle to be a part of a force chain, a value of \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\) close to \(-1\) is a necessary (though not sufficient) condition for the presence of force chains in the system. Figure 8–10 shows the value of \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\) for nearly elastic and highly inelastic particles for different coefficients of restitution and for different angles of inclination for the different contact models. The force cosine is negative in all cases, indicating that there is a bias toward the opposite orientation of the two largest forces on the particles. However, the force cosine is numerically small in all cases, indicating that this bias is small. This shows that even when a particle overlaps with two other particles, there is no significant bias for the contact forces to be opposite in direction to each other, as would be required for percolating force chains in the system.

Next, we analyze the relative arrangement of particles in the flow, which is quantified by the structural order parameter \( Q_l \), defined as

\[
Q_l = \left( \frac{2l+1}{4\pi} \sum_{m=-l}^{l} |Y_{lm}(\theta, \phi)|^2 \right)^{1/2},
\]

where \( Y_{lm}(\theta, \phi) \) is the spherical harmonic,

\[
Y_{lm}(\theta, \phi) = \sqrt{\frac{2l+1}{4\pi}} P_l^m[\cos(\theta)] \exp(im\phi)
\]

\( \theta \) and \( \phi \) are the azimuthal and meridional angles in a spherical coordinate system with an arbitrary axis, and \( P_l^m \) are the Legendre polynomials. For systems with perfect icosahedral ordering (fcc or bcc structures), \( Q_l \) is greater than 0.5, whereas it is 0 for random structures. Therefore, \( Q_6 \) can be used to distinguish between random and ordered structures. For the DE simulations, the averaging in Eq. (3) is carried out over all the contacts of a particle, over all particles in the central region of the inclined plane flow, and over time. In the ED simulations, the average is carried out over collisions because particles are in contact only when there is a colli-

FIG. 8. The average of the force cosine, \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\), for the two largest forces acting on a particle, for the linear force model with no friction for \( e_v = 0.8 \) (filled symbols) and \( e_v = 0.6 \) (open symbols). The angles of inclination are \( \theta = 21^\circ (\bigcirc) \), \( \theta = 22^\circ (\bigtriangleup) \), \( \theta = 23^\circ (\bigtriangledown) \), and \( \theta = 24^\circ (\triangleleft) \). The vertical dashed lines correspond to \( |\mathbf{F}_1|/(\text{mg/d})| = 3.82 \times 10^3 \), which are the reference values for particles with \( k_e = 0.5 \times 10^6 \text{ N/m} \), mass density of 2500 kg/m\(^3\), and diameter of 100 \( \mu \)m–1 mm, respectively.

FIG. 9. The average of the force cosine, \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\), for the two largest forces acting on a particle, for the linear force model with friction for \( e_v = 0.8 \) (filled symbols) and \( e_v = 0.6 \) (open symbols). The angles of inclination are \( \theta = 21^\circ (\bigcirc) \), \( \theta = 22^\circ (\bigtriangleup) \), \( \theta = 23^\circ (\bigtriangledown) \), \( \theta = 24^\circ (\triangleleft) \), and \( \theta = 25^\circ (\triangleright) \). The vertical dashed lines correspond to \( |\mathbf{F}_1|/(\text{mg/d})| = 3.82 \times 10^3 \) and \( 3.82 \times 10^4 \), which are the reference values for particles with \( k_e = 0.5 \times 10^6 \text{ N/m} \), mass density OF 2500 kg/m\(^3\), and diameter of 100 \( \mu \)m–1 mm, respectively.

FIG. 10. The average of the force cosine, \((\mathbf{F}_1 \cdot \mathbf{F}_2)/|\mathbf{F}_1||\mathbf{F}_2|\), for the two largest forces acting on a particle, for the Hertzian force model with friction. The open symbols are for system with higher dissipation: \([k_v'(\text{mg/d})]=2 \times 10^5, [\gamma_v'(\text{mg/d})]=275 \), \([k_v'(\text{mg/d})]=2 \times 10^6, [\gamma_v'(\text{mg/d})]=28000 \), \([k_v'(\text{mg/d})]=2 \times 10^7, [\gamma_v'(\text{mg/d})]=32000 \), \([k_v'(\text{mg/d})]=2 \times 10^8, [\gamma_v'(\text{mg/d})]=38000 \), \([k_v'(\text{mg/d})]=2 \times 10^9, [\gamma_v'(\text{mg/d})]=46000 \), \([k_v'(\text{mg/d})]=2 \times 10^{10}, [\gamma_v'(\text{mg/d})]=56000 \), \([k_v'(\text{mg/d})]=2 \times 10^{11}, [\gamma_v'(\text{mg/d})]=70000 \). The angles of inclination are \( \theta = 21^\circ (\bigcirc) \), \( \theta = 22^\circ (\bigtriangleup) \), \( \theta = 23^\circ (\bigtriangledown) \), \( \theta = 24^\circ (\triangleleft) \), and \( \theta = 25^\circ (\triangleright) \). The vertical dashed lines correspond to \( (Ed/d)m=3.82 \times 10^6 \) and \( 3.82 \times 10^7 \), which are the reference values for particles with \( E=0.5 \times 10^{11} \text{ N/m}^2 \), mass density OF 2500 kg/m\(^3\), and diameter of 100 \( \mu \)m–1 mm, respectively.
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whether such a randomizing effect is observed for the bulk
shear has a randomizing effect on the relative arrangements
the system size is sufficiently large. This indicates that mean
shear has a randomizing effect on the relative arrangements
of the particles in the flow. It is of interest to examine
whether such a randomizing effect is observed for the bulk
flow down an inclined plane in the DE simulations. The or-
der parameter $Q_6$ is shown as a function of the volume
fraction for scaled spring constant $[k_s/(mg/d)] = 2 \times 10^5$ in Fig.
11. The values of $Q_6$ for all other values of the spring con-
stant are also below $2.5 \times 10^{-2}$, indicating that there is no
icosahedral order in the shear flow of soft particles down an
inclined plane.

IV. GRANULAR TEMPERATURE AND DISSIPATION RATE

The “granular temperature” is defined as

$$6T = \langle m((u_x - U)^2 + u_y^2 + u_z^2) + I(\omega_x^2 + \omega_y^2 + (\omega_z - \Omega)^2) \rangle$$

where $x$, $y$, and $z$ are the flow, gradient, and vorticity direc-
tions, respectively, $m$ is the particle mass, $I$ is the moment of
inertia, $U$ is the local mean velocity in the flow direction, and
$\Omega$ is the local mean angular velocity. We also calculate the
average rate of dissipation of energy per unit volume per unit
time from the total energy dissipated due to particle interac-
tions in a differential volume. In the bulk of the flow, where
there is a balance between the rate of production of energy
due to mean shear and the rate of dissipation due to particle
interactions, the hard particle model predicts that $(T/m^2d^2)$
and $(Dd/m^2\gamma)$ are constants, where $T$ and $D$ are the local
temperature and dissipation rates, $\gamma$ is the strain rate, and $d$
is the particle diameter. These features have been observed ear-
lier in the simulation of Lois et al. and Silbert et al. This
is a consequence of the absence of any material time scale in
the hard particle model, due to which the only time scale is
the inverse of the strain rate. We test this in the DE simulations
by plotting the ratios $(T/m^2d^2)$ and $[Dd^4/(mT/m)^{3/2}]$ in
Fig. 12. In this figure, each data point is obtained by
averaging over three-particle layers.

In order to validate our simulation results, we show the
scaled temperature $(T/m^2d^2)$ and the scaled dissipation rate
$(Dd^4/T^{3/2})$ in Fig. 12. It is observed that there is a variation
of about 7% in the temperature and dissipation rate across
the flow for a coefficient of restitution of 0.6, but this variation
decreases as the coefficient of restitution increases. However,
there is no systematic variation in the scaled temperature and
dissipation rate with height, in agreement with our expectation
for the hard particle model. In the following, we compare the scaled temperature $(T/m^2d^2)$ and
$[Dd^4/(mT/m)^{3/2}]$, which are obtained by averaging over the
bulk of the channel for $5 \leq (y/d) \leq 33$, which the results of
event-driven simulations for a homogeneous linear shear
flow.

The variation of the temperature with volume fraction is
shown in Fig. 13. The ED simulations predict that the tem-
perature decreases as the coefficient of restitution decreases,
and there is a rather sharp increase in the temperature as the
$\phi_{ad}$ is approached. From the ED simulations, it appears that
the temperatures for the different coefficients of restitution
should cross since the slope of the volume fraction-
temperature curves do increase as the coefficient of restitu-
tion decreases. The results of the DE simulations, in addition
to being in quantitative agreement with the ED simulations,
also show that the temperatures for the different coefficients
of restitution do cross over. Very close to $\phi_{ad}$, the tempera-
ture seems to increase as the coefficient of restitution de-
creases. Another puzzling feature is the apparent divergence of the temperature at the lowest coefficients of restitution considered here. It should be noted that in all the simulation results shown in Fig. 13, the temperature increases only by a factor between 4 and 5, and so a true divergence cannot be definitively inferred. However, one could speculate on the physical mechanisms, which could give rise to a divergence. The temperature is determined by a balance between the rate of production of energy due to mean shear and the rate of dissipation due to inelastic collisions. The rate of production is the product of the shear stress $(B_{xy} \dot{\gamma}^2 / d)$ and the strain rate, and so it is proportional to the Bagnold coefficient $(B_{xy} \dot{\gamma}^2 / d)$, where $d$ is the particle diameter, and the Bagnold coefficient is a dimensionless function of the volume fraction and the coefficient of restitution. The dissipation rate (per unit volume) is proportional to $D_{st} T^{3/2} \dot{\gamma}^{-1}$, where $D_{st}$ is a dimensionless function of the volume fraction and coefficients of restitution. Therefore, we find that $(T / \dot{\gamma}^2 d^2) \sim (B_{xy} \dot{\gamma}^2 / D_{st})^{2/3}$. Therefore, the temperature can diverge near $\phi_{ad}$ only if $B_{xy}$ diverges faster than $D_{st}$. The nature of the divergence cannot be definitively inferred from the simulation data in Fig. 13.

The scaled dissipation rate is shown in Fig. 14 for both the event-driven and the DE simulations. In this figure, the error bars in the volume fraction axis translate into significant variations in the dissipation rate because of the sharp increase in the dissipation rate with volume fraction near $\phi_{ad}$. However, subject to these error bars, there is quantitative agreement between theory, ED simulations, and DE simulations.

The anisotropy in the distribution of the components of the kinetic energy in the translational and rotational modes in the bulk of the flow is shown in Fig. 15 for $e_s=0.6$. The value of $e_s=0.6$ was chosen because it exhibits the maximum departure from isotropic distribution of kinetic energy between the different modes; the distributions for higher coefficients of restitution are more isotropic. The anisotropy in the distribution of kinetic energies is small, and the ratios $((u_i^2)/T)$ and $((\omega_i^2)/T)$ vary in a small range of 0.9–1.1 for both the event-driven and the DE simulations. The mean kinetic energy in the flow direction is larger than that in the gradient and vorticity directions, while the mean rotational energy in the vorticity direction is higher than that in the other two directions in both the event-driven and DE simulations. The only exception is for the highest volume fraction in the DE simulation at an angle of inclination of 21°, where the mean kinetic energy in the flow direction seems to be less than that in the gradient and vorticity directions. There is even quantitative agreement between the DE and the event-driven simulations.

Next, we consider the relationship between the local mean angular velocity $\Omega$ of the particles in the vorticity direction and the local vorticity. For a linear shear flow, the symmetric and antisymmetric components of the rate of deformation tensor are equal, and so the magnitude of the vor-
tivity is equal to the magnitude of the strain rate, and the direction of the vorticity vector is along the $-z$ axis. In the simulations, we find that the angular velocity $\Omega_z$ is negative (particles are rotating in the clockwise direction, on average). In Fig. 16, we show the ratio $\langle (-\Omega_z/\dot{\gamma}) \rangle$, where the ratio of the local mean angular velocity and strain rate is taken, and then averaged over the central region of the flow. There are significant error bars in the calculation of both the volume fraction and the mean angular velocity. However, it is clear that the ratio is, to within simulation accuracy, equal to 0.5, indicating that the mean angular velocity of the particles is equal to the local material rotation rate. A similar result was obtained for all the other collision models used here and for all other coefficients of restitution.

V. COLLISION FREQUENCY AND RELATIVE VELOCITY DISTRIBUTION

An earlier study\cite{28,29} on the shear flow of inelastic hard spheres showed that there are two correlation effects that have a significant effect on the dynamics of the system. The first is in relation to the frequency of collisions between particles. It was found that the collision frequency is higher than that for a collection of elastic spheres in the absence of shear, and it diverges at a lower volume fraction than the random close packing volume fraction of 0.64. The volume fraction at which the collision frequency diverges, named the volume fraction for arrested dynamics $\phi_{ad}$, decreases as the coefficient of restitution decreases, and it has a minimum value of about 0.58–0.585 for rough particles with $e_i=1.0$ and normal coefficients of restitution in the range of $e_n=0.6–0.8$. From the sheared inelastic hard sphere simulations, it was found that the collision frequency is fitted by a function of the form

$$\nu = \frac{\nu_0}{(\phi_{ad} - \phi)^a},$$  \hspace{0.5cm} (6)

where the parameters $\nu_0$, $\phi_{ad}$, and $a$, which are obtained by fitting the simulation data in the limit $\phi \rightarrow \phi_{ad}$, are shown in Table III. The collision frequency used here, which is scaled by the inverse of the strain rate, is slightly different from the scaled collision frequency in Ref. 28. The collision frequency is shown as a function of volume fraction in Fig. 17. The dashed lines in Fig. 17 show function (6), with the parameters given in Table III.

The second effect is the change in the form of the relative velocity with which particles collide. In a gas of elastic spheres in the absence of shear, the molecular chaos approximation applies and the relative velocity distribution is a Gaussian distribution with a variance equal to two times that for the single-particle distribution. For a gas of inelastic particles under shear, it was found\cite{29} that the distribution for the relative velocity along the line joining centers is significantly different from a Gaussian distribution, although the distribution for the component of the relative velocity tangential to the surfaces at contact is well fitted by a Gaussian distribution. The relative velocity distribution normal to the surfaces at contact approaches an exponential distribution as the coefficient of restitution is decreased, and it is well fitted by a distribution of the form

$$f^0_{\omega n}(\omega_n) = \frac{C}{1 + e_n^{-1}} \exp(-\alpha \omega_n)$$

$$+ \frac{(1 - C)}{\sqrt{\pi T_{\omega n}/(1 + e_n^{-1})}}\exp(-w_n^2/2T_{\omega n}), \hspace{0.5cm} (7)$$

where the parameter $\alpha$ is calculated from the distribution function obtained in the simulations using

\begin{table}[h]
\centering
\caption{The parameters in the correlation equation (6) for the collision frequency for rough particles and different normal coefficients of restitution.}
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{} & \textbf{$e_i$} & \textbf{$e_n$} & \textbf{$\phi_{ad}$} & \textbf{$a$} & \textbf{$\nu_0$} \\
\hline
1.0 & 0.9 & 0.602 & 1.28 & 2.188 \\
1.0 & 0.8 & 0.585 & 1.65 & 0.670 \\
1.0 & 0.7 & 0.583 & 1.74 & 0.641 \\
1.0 & 0.6 & 0.582 & 1.88 & 0.492 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\figwidth]{fig16.png}
\caption{The scaled average angular velocity $\langle -\Omega_z \rangle = \langle (-\Omega_z/\dot{\gamma}) \rangle$, averaged over the central region of the flow down an inclined plane, as a function of volume fraction for the linear contact model with no friction for $e_i=0.8$ (○) and $e_n=0.6$ (△).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\figwidth]{fig17.png}
\caption{The scaled collision frequency $\nu' = \nu'/\dot{\gamma}$ as a function of volume fraction from event-driven simulations of a homogeneous linear shear flow (open symbols) and DE simulations for the flow down an inclined plane (filled symbols) for rough particles with coefficients of restitution: $e_i=0.8$, $e_i=1.0$ (○); $e_i=0.7$, $e_i=1.0$ (△); $e_i=0.6$, $e_i=1.0$ (□). The dashed lines show the results of the empirical relation [Eq. (6)], with parameters given in Table III. In the DE simulations the spring constants are $k_s/(mg/d) = 2 \times 10^6$, damping constants $\gamma_s=0$ and $\gamma_o$ adjusted to obtain the required normal coefficient of restitution. The error bars show the variation in the volume fraction in the DE simulations.}
\end{figure}
FIG. 18. The relative velocity distribution \( f_{wn}(0) \) as a function of the scaled relative velocity \((w_{n}/T)\), where the temperature \( T \) is defined in Eq. (5). The open symbols show the results of event-driven simulations for \( \phi=0.56 \), for rough particles for coefficients of restitution: \( e_{n}=0.8, \; e_{r}=1.0 \) \((\triangle)\); \( e_{n}=0.7, \; e_{r}=1.0 \) \((\bigtriangleup)\); and \( e_{n}=0.6, \; e_{r}=1.0 \) \((\bigcirc)\). The filled symbols are the results of the DE simulations for the flow down an inclined plane spring constants \([k_{n}/(mg/d)]\)=2 \(\times\) \(10^{6}\), \(k_{n}=(2k_{s}/7)\), damping constants \( \gamma_{n}=0 \) and \( \gamma_{r} \) adjusted to obtain the required normal coefficient of restitution. 

The angle of inclination in the DE simulations is \( \theta=23^\circ \), and the coefficients of restitution and volume fraction are \((\bigcirc)\) \( e_{n}=0.8, \; \phi=0.56, \; 71\pm 0.0038 \); \( \bigtriangleup\) \( e_{n}=0.7, \; \phi=0.570 \pm 0.0039 \); and \( \bigcirc\) \( e_{n}=0.6, \; \phi=0.570 \pm 0.005 \). (a) shows the distribution function on a linear scale, and (b) shows the same distribution on a semilog scale. 

The solid line shows the Gaussian distribution, and all distributions have been normalized so that the area under the curve is 1.

The collision frequency obtained as above from DE simulations is shown in Fig. 17. Although there are significant error bars in the volume fraction axis, corresponding to the fluctuations in the volume fraction in the flow down an inclined plane, it is clear that the divergence of the collision frequency is at a volume fraction lower than the random close packing volume fraction in DE simulations as well. In addition, it is clear that the volume fraction for arrested dynamics, at which the volume fraction diverges, does show a decrease with a decrease in the coefficient of restitution, similar to that in the ED simulations. This indicates that the divergence of the collision frequency in ED simulations is also observed in DE simulations.

The precollisional relative velocity distribution is shown in Fig. 18. It is not possible to compare the relative velocity distribution at equal volume fractions in DE and ED simulations because the volume fraction in DE simulations is set by the angle of inclination, and there are some fluctuations in the volume fraction. In Fig. 18, we have compared the distribution function in ED simulations for \( \phi=0.56 \) with those in DE simulations at an angle of inclination of \( 23^\circ \). In the DE simulations, we define the local scaled relative velocity as \( w_{n}^{e}=w_{n}/T^{1/2} \), where \( T \) is the local temperature (the temperature varies with height in the DE simulations). The velocity distribution function, expressed in terms of the local scaled relative velocity, is then averaged over the central region of the flow where the volume fraction is a constant. This averaged relative velocity distribution, shown in Fig. 18, is then compared with the results of ED simulations for a simple shear flow, where the temperature is uniform. There are clear correlation effects on the collision frequency and the relative velocity distribution in the soft particle DE simulations as well. The relative velocity distributions obtained in DE simulations are also in good quantitative agreement with those in ED simulations even though the volume fractions are not exactly the same. In particular, we clearly observe the transition from a Gaussian distribution to the exponential distribution in the DE simulations. This shows that the same correlation effects observed in hard particle systems are also present in soft particle systems when the spring constants for the interactions are sufficiently high.
VI. DYNAMICS

For a homogeneous linear shear flow, all the components of the stress are proportional to the square of the strain rate from the dimensional analysis,

\[ \sigma_{ij} = B_{ij} d \dot{\gamma}^2, \]  

(12)

where \( B_{ij} \), the Bagnold coefficients, are functions of the volume fractions and the parameters in the contact model. In the flow down an inclined plane, Eq. (12) (Bagnold law) is still valid at the center of the flow sufficiently far from boundaries, where the rate of conduction of energy is small compared to the rates of production and dissipation. The Bagnold law is not valid in boundary layers of thickness comparable to the conduction length \( \delta = [d/(1 - e_n)^{1/2}] \), where the rate of conduction of energy is comparable to the rate of dissipation. In the DE simulations, we calculate the Bagnold coefficient as the ratio of the stress and square of the strain rate in the central region of the flow with thickness of about 30 particle diameters; the regions at the top and bottom with thickness of 5 particle diameters are not included in the calculation of the Bagnold coefficients. The volume fraction in the event-driven simulations is fixed by the size of the simulation cell and the number of particles, but the volume fraction in the DE simulations of the flow down an inclined plane has small variations. These variations are quantified by dividing the central region into bins of 1 particle diameter and then calculating the standard deviation over all the bins. This standard deviation is shown by the error bars in the following figures.

Since the Bagnold coefficients for the linear and Hertzian contact model with friction have been discussed before, in Ref. 10, for example, we restrict our attention to the Bagnold coefficients for the linear contact model with no friction, with the objective of comparing theory, hard particle simulations, and DE simulations. As reported earlier, \( B_{xx} \) and \( B_{yy} \) differ by less than 1%, whereas the Bagnold coefficient for the stress in the vorticity direction \( B_z \) is significantly less than \( B_{xx} \) and \( B_{yy} \). Figure 19 shows the Bagnold coefficients \( B_{xx} \approx B_{yy} \), \( B_{zz} \), and \( B_{xy} \) as a function of the volume fraction in the central region of the flow down an inclined plane. The lines show the error bars along the volume fraction axis. In all cases, it is observed that there is very little variation of the Bagnold coefficient with the spring constant \( k_n \) or with the coefficient of restitution \( e_n \). It is clear that the Bagnold coefficients do increase as the coefficient of restitution decreases, although the increase is very small for \( e_n \approx 0.8 \). The Bagnold coefficients show very little variation as the spring constant in the contact model is increased. This is a very surprising feature of the flow down an inclined plane, especially since the coordination number shows a rather large variation with spring constant in this regime. In the multibody contact regime, it might be expected that the time period of an interaction is comparable to the time between interactions. In this case, the time period of an interaction \( (m/k_n)^{1/2} \) should also be considered in the dimensional analysis. More specifically, if there are pervasive multibody contacts in the system, then a second particle has to come in contact with a test particle, while it is already in contact with another particle. This implies that the time period of contact has to be comparable to the time between contacts. In a homogeneous shear flow, the maximum period of contact of two particles is the inverse of the strain rate. In this case, \( \tau_c \) is also a relevant variable in the problem and should be included in the dimensional
In Fig. 20, the Bagnold coefficients $B_{xx}$, $B_{yy}$, and $B_{zz}$ as a function of volume fraction from DE simulations for the flow down an inclined plane (filled symbols), theory (lines), and ED simulations (open symbols) for a simple shear flow for normal coefficients of restitution: $e_n = 0.8$ (○), $e_s = 0.7$ (△), and $e_s = 0.6$ (▽). The linear contact model with no friction is used in the DE simulations the scaled spring constant $k_s/(mg/d)$ is $2 \times 10^6$, $k_z/(2k_s/7)$, $\gamma_z = 0$, and $\gamma_z$ is adjusted to obtain the required normal coefficient of restitution.

The Bagnold coefficients obtained for the highest spring constant $[k_s/(mg/d)]$, are compared with the theory and the event-driven simulations of Kumaran in Fig. 20. Due to the divergence of the collision frequency, the variation of the Bagnold coefficient with volume fraction is large for the parameter space analyzed in the DE simulations, and the small uncertainty in the volume fraction in the DE simulations translates into a rather large variation in the Bagnold coefficients in this regime. However, it can be inferred that within the error bars in the DE simulations, there is quantitative agreement between the DE simulations, the ED simulations, and the theory for all the Bagnold coefficients. The only systematic difference between theory and DE simulations are observed at the highest volume fraction (greater than 0.58), (angle of inclination is 21°), just at the inception of flow. Our earlier analysis of the coordination number, the force ratio, and the force angles indicated that the system is in the multi-body contact regime at this angle of inclination, and so some differences between theory and DE simulations are expected. For all higher angles of inclination, there is quantitative agreement between theory and DE simulations, subject to the volume fraction uncertainties in the simulations.

A more sensitive measure is the variation of angle of inclination with the volume fraction since this is the ratio of two Bagnold coefficients, which has to remain finite as we approach the volume fraction for arrested dynamics. The variation of the volume fraction with angle of inclination is an important quantity in the context of dense granular flows down an inclined plane. A stable flow can be sustained only if the volume fraction decreases as the angle of inclination increases; if constitutive models predict that the volume fraction increases as the angle of inclination increases, then there is no possibility of a steady flow. The earliest constitutive relations obtained from the Boltzmann equation, using the Enskog approximation for the collision integral, predicted that the volume fraction always increases as the angle of inclination increases. This led to considerable doubts about whether constitutive relations from kinetic theory could be used, at all, for describing the flow down an inclined plane. A more detailed calculation using the Enskog approximation, which incorporated the Burnett terms in the constitutive relation, did predict that the volume fraction decreases as the angle of inclination increases. However, the results of these calculations were not in quantitative agreement with the simulation results using the soft particle model. The reason could be that this model did not include the effect of shear on the divergence of the collision frequency or the effect of correlations on the relative velocity distributions of colliding particles, which significantly affect the parameters in the constitutive relations. Here, we compare the present results of soft particle simulations with the latter calculations that use the hard particle model.

In Fig. 21(a), the angle of inclination as a function of the volume fraction from the ED and DE simulations is compared with the theory of Kumaran in Fig. 20, with the relative velocity distribution function formulated using Eqs. (7)–(11). It can be seen that the theory predicts that the angle of inclination decreases rather sharply very close to the $\phi_{ad}$, the volume fraction for arrested dynamics. The reason for this is the logarithmic divergence of the parameter $\alpha$ in Eq. (11). The normal stress is proportional to the second moment of the relative velocity distribution, whereas the shear stress is equal to the dissipation rate, which is proportional to the third moment of the relative velocity distribution. If $\alpha$ diverges, then the ratio of the third and second moments decreases to zero, and the angle of inclination predicted by the theory also goes to zero. This difficulty has already been anticipated in Ref. 29. Although a logarithmic divergence has
been proposed, it had been noted that \( \alpha \) increases only by a factor of about 2 when the volume fraction is increased from 0.4 to the maximum value that could be simulated. This increase is too small to definitively infer a logarithmic increase, and more detailed simulations close to the volume fraction for arrested dynamics are required.

An alternative empirical form for the parameter \( \alpha \) in Eq. (7) is to use the best spline fit using all data points for volume fractions 0.52 \( \leq \phi \leq \phi_{\text{sat}} \). The fit of the form

\[
\alpha = C_0 + C_1[1 - (\phi/\phi_{\text{sat}})] + C_2[1 - (\phi/\phi_{\text{sat}})]^2 + C_3[1 - (\phi/\phi_{\text{sat}})]^3. \tag{13}
\]

The parameters \( C_0, C_1, C_2, \) and \( C_3 \) for the best fit are provided in Table IV. Using these parameters, the theoretical predictions are shown in Fig. 21(b). Since the parameter \( \alpha \) in Fig. 13 does not diverge, the angle of inclination tends to a finite value as the volume fraction for arrested dynamics is approached. The cubic spline fit in Fig. 21(b) seems better because the logarithmic fit in Fig. 21(a) from the DE data is very close to the volume fraction for arrested dynamics. However, the theoretical curves obtained from the logarithmic fit do represent the data well and is in error only at the highest volume fraction, which is greater than 0.58. This leads to two possibilities that have to be examined by further research. The first is that there is a logarithmic divergence of the parameter \( \alpha \), but as the volume fraction increases, it is not possible to observe the sharp decrease in the angle of inclination because the system transitions into a multibody contact regime. The other is that there is no true logarithmic divergence, and the angle of inclination is finite at \( \phi = \phi_{\text{sat}} \).

It should be noted that the decrease of the angle of inclination to zero is a feature restricted to perfectly rough particles, where there is no dissipation of energy due to the relative tangential velocity of the particles. There is dissipation of energy due to relative tangential motion, which is not dependent on the parameter \( \alpha \) in the expression for the relative normal velocity (7). Due to this, the ratio of the shear stress (equal to dissipation rate) and the normal stress will remain finite as the volume fraction for arrested dynamics is approached, and the angle of inclination will be finite in this limit.

VII. CONCLUSIONS

From our analysis, it is clear that the coordination number in a dense granular flow down an inclined plane is strongly dependent on the spring stiffness in the particle model used. When the scaled spring stiffness in the linear contact model is \( 2 \times 10^5 \), the coordination number is less than 1 for angles of inclination in the range of \( 21^\circ \leq \theta \leq 24^\circ \). In contrast, when the scaled spring stiffness is \( 2 \times 10^8 \), the coordination number is greater than 1 only for \( \theta = 21^\circ \), while it is less than 1 at higher angles of inclination. Our estimates indicate that the scaled spring constants are in the range of \( 10^8 - 10^{10} \) for real materials, such as sand particles, with diameters in the range of 0.1–1 mm. In the case of the Hertzian contact model, the coordination number in the range of \( 2 \times 10^5 \leq [k'_{\text{Hertz}}/(mg/d^3)] \leq 2 \times 10^8 \) is larger than that for the linear contact model with spring stiffness in the range of \( 2 \times 10^8 \leq [k'_{\text{Hertz}}/(mg/d^3)] \leq 2 \times 10^9 \). However, the scaled spring stiffness for sand grains in the diameter range of 0.1–1 mm is in the range of \( 10^{10} \leq [k'_{\text{Hertz}}/(mg/d^3)] \leq 10^{11} \). Therefore, we obtain the same conclusion that the coordination number is greater than 1 only for \( \theta = 21^\circ \) and is larger than 1 for higher values of the angle of inclination. This is reinforced by our finding that the fraction of particles with two or more contacts is small, typically less than 0.15, for \( \theta > 21^\circ \), and most particles have either no contacts or one contact.

An attempt was made to examine the force correlations in the particles with two or more contacts using two measures. The first is the force ratio, which is the average of the ratio of the magnitudes of the largest and second largest forces in the system. The second is the force angle, which is the angle between the two largest forces. These measures were specifically designed to test whether a large proportion of particles with two or more contacts were part of force chains propagating through the system. Since force is transmitted nearly linearly along a force chain, the two largest forces on a particle will be nearly of equal magnitude and they will be nearly collinear. Our results show that the force ratio is small, typically less than 0.2, and the force angle measure indicates that there is no biasing toward a nearly collinear orientation of the largest force. Thus, we do not see any evidence of force chains among particles with two or more contacts.

TABLE IV. Parameters \( C_0, C_1, C_2, \) and \( C_3 \) in Eq. (13) for the data of Kumaran (Ref. 29) for different values of the coefficient of restitution from the rough particle model.

<table>
<thead>
<tr>
<th>( \varepsilon_0 )</th>
<th>( C_0 )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>1.670 16</td>
<td>-1.947 8</td>
<td>-6.443 72</td>
<td>50.4024</td>
</tr>
<tr>
<td>0.7</td>
<td>2.839 84</td>
<td>-7.896 39</td>
<td>25.458 6</td>
<td>-62.9158</td>
</tr>
<tr>
<td>0.6</td>
<td>4.481 84</td>
<td>-21.286 4</td>
<td>141.291 0</td>
<td>-417.005</td>
</tr>
</tbody>
</table>

FIG. 21. The variation of the volume fraction \( \phi \) with \( \tan(\theta) \), where \( \theta \) is the angle of inclination. The results of DE simulations with the linear spring-dashpot model are shown for \( [k_{\text{Hertz}}/(mg/d^3)] = 2 \times 10^8 \) (filled symbols) and \( [k_{\text{Hertz}}/(mg/d)] = 2 \times 10^9 \) (open symbols). In all cases, \( \lambda = 2 \), \( \gamma = 0 \), and \( \gamma_f \) chosen to obtain the desired normal coefficient of restitution. The values of the coefficient of restitution are \( \varepsilon_0 = 0.8 \) (\( \bigcirc \) ), \( \varepsilon_0 = 0.7 \) (\( \triangle \) ), and \( \varepsilon_0 = 0.6 \) (\( \bigtriangledown \)). The lines show the theoretical results obtained for \( \varepsilon_0 = 0.8 \) (solid line), \( \varepsilon_0 = 0.7 \) (dashed line), and \( \varepsilon_0 = 0.6 \) (dotted line). (a) shows the theoretical results when Eq. (11) is used for the parameter \( \alpha \) in the relative velocity distribution equation (7), while (b) shows the results when the cubic spline fit Eq. (13) is used in Eq. (7).
In the context of recent works on sheared inelastic hard particle fluids, we examined two other effects in the soft particle simulations, which have a significant effect on the dynamics of the system. The first is the divergence of the collision frequency at the volume fraction of arrested dynamics $\phi_{\text{ad}}$, which is lower than the random close packing volume fraction $\phi=0.64$ for an elastic fluid at equilibrium. In sheared inelastic fluids of hard particles, the collision frequency diverges at a volume fraction in the range of 0.58–0.59 when the normal coefficient of restitution is less than about 0.8. This effect could be tested in DE simulations only for the highest scaled spring stiffness $[k_n/(mg/d)]=2 \times 10^8$ used here and for angles of inclination $\theta>21^\circ$, where the system is mostly in the binary contact regime. Quantitative agreement was found for the collision frequency between the hard disk (event-driven) and the DE simulations if the linear contact model with no friction is used, and the damping constant in the DE simulations is adjusted to obtain the same normal coefficient of restitution as that in the event-driven simulation. The DE simulations showed that the collision frequency does diverge at a volume fraction $\phi_{\text{ad}}$, which is lower than the volume fraction for random close packing.

The other correlation effect examined was the distribution of relative velocities normal to the surfaces at contact. This is important in determining the dynamics of the system since stress is transmitted primarily by collision in the dense flow regime. In a gas of elastic particles at equilibrium, the distribution of the normal relative velocities is a Gaussian distribution, with a variance equal to two times that of the distribution of the normal relative velocities is a Gaussian flow regime. In a gas of elastic particles at equilibrium, the rate of dissipation of energy when the strain rate is set equal to 1. Therefore, the ratio of the shear stress and the square rate of dissipation of energy as $\phi_{\text{ad}}$ is approached, leading to a finite angle of repose $\theta$. Based on the available data, a cautious prediction was made in Ref. 29 that $\alpha$ diverges logarithmically as $\phi_{\text{ad}}$ is approached. It should be noted that a logarithmic divergence is very difficult to discern in event-driven simulations because it is difficult to get very close to $\phi_{\text{ad}}$ in simulations due to numerical errors resulting in particle overlaps. So it is difficult to definitively conclude that this slow divergence exists.

In conclusion, it is clear that the dynamics of the flow down an inclined plane for real materials, such as sand, can be captured by hard particle models, both at the macroscopic angles of inclination obtained from the DE and event-driven simulations.

There was also agreement between DE simulations and theory for most volume fractions analyzed here. However, there are differences when the volume fraction is very close to the volume fraction of dynamical arrest $\phi_{\text{ad}}$. This difference can be traced back to the form of the relative velocity distribution in Eq. (7), with the parameter $\alpha$ given by Eq. (11). Based on the available data, a cautious prediction was made in Ref. 29 that $\alpha$ diverges logarithmically as $\phi_{\text{ad}}$ is approached. It should be noted that a logarithmic divergence is very difficult to discern in event-driven simulations because it is difficult to get very close to $\phi_{\text{ad}}$ in simulations due to numerical errors resulting in particle overlaps. So it is difficult to definitively conclude that this slow divergence exists.

If the divergence does exist, it can be intuitively understood as the decrease to zero of the relative velocity of pairs of particles as the static configuration is approached. However, this implies that the pressure diverges faster than the rate of dissipation of energy as $\phi_{\text{ad}}$ is approached. This is because the collisional pressure is proportional to the second moment of the relative velocity distribution, while the rate of dissipation of energy is proportional to the third moment. From the energy balance, the shear stress is equal to the rate of dissipation of energy when the strain rate is set equal to 1. Therefore, the ratio of the shear stress and the square of the strain rate shows a sharp decrease to zero as $\phi_{\text{ad}}$ is approached.

More work is required to resolve whether the parameter $\alpha$ does diverge as $\phi_{\text{ad}}$ is approached. It is possible that there is no real divergence, in which case the hard particle model predicts the angle of repose (the angle of inclination at which $\phi=\phi_{\text{ad}}$) is zero. This may not be seen in soft particle simulations because the system transitions to a multibody contact regime before this volume fraction is approached. Alternatively, it is possible that there is no real divergence, in which case the angle of repose (the angle of inclination at which $\phi=\phi_{\text{ad}}$) approaches a finite value. It should be noted that the decrease of the angle of repose to zero is specific to the case where there is no tangential dissipation; in the case of tangential dissipation, both the pressure and the dissipation rate will diverge as $\phi_{\text{ad}}$ is approached, leading to a finite angle of repose.

Apart from the above, there is another issue that requires additional work, which is the remarkable insensitivity of the Bagnold coefficients to the spring stiffness used in the simulations. We find that the Bagnold coefficients change by less than 10% when the spring stiffnesses are changed by an order of magnitude. One possible reason is that even when a particle has multiple contacts, there is one dominant contact with the largest contact force. Due to this, the system may resemble a hard particle fluid even though there are multiple contacts. Our calculations on the force ratio and the force angle does not support this conclusion, but more work needs to be done.

In conclusion, it is clear that the dynamics of the flow down an inclined plane for real materials, such as sand, can be captured by hard particle models, both at the macroscopic...
level (Bagnold coefficients) and the microscopic level (coordination number, icosahedral order parameter, collision frequency, and relative velocity distributions), with the exception for a very small range of angles of inclination (of about 1°) above the angle of repose. Quantitative predictions are obtained from the kinetic theory approach that incorporates the effect of shear on the collision frequency and the effect of correlations on the distribution of the relative velocities of colliding particles.
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APPENDIX A: FORCE MODELS AND SIMULATION TECHNIQUE

The DE technique is used for simulating the flow, and the particle contact models used here are the linear and Hertzian contact models. The linear contact model results in a constant coefficient of restitution for binary interactions, but the coefficient of restitution for the Hertzian contact model is velocity dependent, as discussed below. The details of the simulation technique have been discussed in detail in the previous study,\textsuperscript{10} and so we provide only a brief summary here.

Consider two particles $i$ and $j$ with positions $\mathbf{r}_i$ and $\mathbf{r}_j$, linear velocities $\mathbf{v}_i$ and $\mathbf{v}_j$, and angular velocities $\omega_i$ and $\omega_j$. The overlap between the two particles is given by $\delta_{ij}=d-|\mathbf{r}_{ij}|$. There is a force between the two particles, $i$ and $j$, only if $\delta_{ij}$ is less than zero, i.e., only if the particles overlap. For overlapping particles, we also define the “tangential displacement” $\mathbf{u}_{ij}$, which is the total displacement of the particles in the direction perpendicular to the line joining centers since the initiation of contact. For calculating the contact forces, the particle velocities are resolved along the line joining centers, $\mathbf{r}_{ij}=\mathbf{r}_j-\mathbf{r}_i$, and in the plane perpendicular to the line joining centers. The relative velocities in these two directions are

\begin{equation}
\mathbf{v}_{ij} = (\mathbf{v}_i - \mathbf{v}_j) \cdot \hat{\mathbf{r}}_{ij},
\end{equation}

\begin{equation}
\mathbf{v}'_{ij} = (\mathbf{I} - \mathbf{r}_{ij} \mathbf{r}_{ij}^T) \left[ \mathbf{v}_i - \mathbf{v}_j - \frac{1}{2} \mathbf{r}_{ij} \times (\omega_i + \omega_j) \right],
\end{equation}

where $\hat{\mathbf{r}}_{ij}=(\mathbf{r}_j/|\mathbf{r}_{ij}|)$. The contact force acting on particle $i$ can be resolved into a component along the line joining centers, $\mathbf{F}_{ij}^p\hat{\mathbf{r}}_{ij}$, and a component perpendicular to the line joining centers, $\mathbf{F}_{ij}^t$.

\begin{equation}
\mathbf{F}_i = F_i^p\hat{\mathbf{r}}_{ij} + \mathbf{F}_i^t.
\end{equation}

The force on particle $j$ is equal in magnitude and opposite in direction to the force on particle $i$.

For a linear force model, the normal and tangential force components are given by

\begin{equation}
F_{ij}^n = k_n \delta_{ij},
\end{equation}

\begin{equation}
F_{ij}^t = k^t \mathbf{u}_{ij} - \gamma m_{eff} \mathbf{v}_{ij}.
\end{equation}

In this case, the spring constants $k_n$ and $k^t$ have dimensions of $MT^{-2}$, where $M$ and $T$ are the mass and time dimensions, while the damping constants $\gamma_n$ and $\gamma^t$ have dimensions of $T^{-1}$. The results are analyzed in terms of the nondimensional spring constants $[k_n/(mg/d)]$ and $[k^t/(mg/d^2)]$ in our simulations. For simplicity, the ratio $(k^t/k_n)$ is maintained at a constant value of $(2/7)$ in all the results used here. The dependence of the results on the ratio $(k^t/k_n)$ has been discussed in detail in Ref.\textsuperscript{21}. The Poisson ratio of most materials is $(2/3)$, and so a value of $(k^t/k_n)=2/7$ ensures that the period of the normal and shear oscillations are equal to each other at contact for the linear model. Changing this ratio does change the kinetic energy, but not the other dynamical quantities. Therefore, we have used the ratio $(k^t/k_n)=2/7$ in all our studies.

For a binary interaction between two particles, the time period of an interaction is

\begin{equation}
t_c = \pi \left( \frac{2k^t}{m} - \gamma_n \gamma^t \right)^{-1/2},
\end{equation}

independent of the preinteraction relative velocities of the particles in the linear force model. In addition, the normal coefficient of restitution for a binary interaction $e_n$, which is the ratio of the post- and preinteraction relative normal velocities of the particles, is a constant, independent of the relative velocity

\begin{equation}
e_n = \exp(-\gamma_n t_c/2).
\end{equation}

The above relation is used to make a connection between the DE simulations and the event-driven simulations discussed later. For simplicity, we set the tangential dissipation constant $\gamma^t$ equal to zero in all our simulations; this corresponds to a tangential coefficient of restitution $e_t=1$ in the event-driven simulations.

For the Hertzian force model, the normal and tangential force components are given by

\begin{equation}
F_{ij}^n = \frac{\delta_{ij}^2}{2} (k^t \delta_{ij} - \gamma^t m_{eff} \mathbf{v}_{ij}^n),
\end{equation}

\begin{equation}
F_{ij}^t = \frac{\delta_{ij}^2}{2} (k^t \mathbf{u}_{ij} - \gamma^t m_{eff} \mathbf{v}_{ij}^t).
\end{equation}

In this case, the constants $k^t_n$ and $k^t$ have dimensions of $ML^{-1/2}T^{-2}$, while the damping constants $\gamma^t_n$ and $\gamma^t$ have dimensions $L^{-1/2}T^{-1}$. The results are expressed in terms of the dimensionless spring constant $[k^t_n/(mg/d^{3/2})]$. As in the linear contact model, we set $(k^t_n/k^t)=2/7$ and $\gamma^t=0$ for the Hertzian contact model as well. The time period of an interaction and the coefficient of restitution for binary interactions are velocity dependent for the Hertzian contact model. From simple dimensional analysis, it can be concluded that the average period of a binary interaction scales as $(k^t_n d^{1/2}/m)^{-1/2}$.

After the force is calculated, the equations of motion are integrated to find the particle locations and velocities at each time step. The time step in the simulations for the linear contact model was 0.02 times the collision time [Eq. (A6)]. For the Hertzian contact model, the time step was 0.02 times the time obtained in Eq. (A6), with $(k^t_n d^{3/2})$ substituted for $k^t_n$ and $\gamma^t d^{1/2}$ substituted for $\gamma^t$ in the expression. The linear
model has been implemented both with and without a friction (static yield) criterion. When there is no friction, there is no condition on the ratios of the magnitudes of the tangential and normal forces. When there is friction, the tangential displacement \( u'_j \) is adjusted so that the local yield criterion, \( |F'_j| \leq \mu F'_j \), is always satisfied, where \( \mu \) is the friction coefficient. In the present case, \( \mu \) has been set equal to 0.5 for all the simulations with friction. In all the simulation results, we have calculated error bars by dividing the simulation runs for production into four equal intervals and calculating the averages in each of these intervals.

In the simulations, the particles are sequentially dropped into the simulation box in which the \( y \) axis is aligned with the gravitational direction. Once the requisite number of particles has been collected in the box, the bottom two layers are “frozen,” i.e., their locations are fixed, in order to create a rough base. The direction of gravitational acceleration is then tilted to the desired angle, and the initialization continues until the system reaches the steady state. The steady state configuration is stored and used as the initial condition for calculating averages. The number of time steps for equilibration was \( 2 \times 10^7 \) time steps for \( [k'_s/(mg/d^2)] = 2 \times 10^5 \) (linear model) and \( [k'_s/(mg/d^2)] = 2 \times 10^8 \) (Hertzian model), and \( 3 \times 10^8 \) time steps for \( [k'_s/(mg/d^2)] = 2 \times 10^8 \) (linear model) and

\[
k'_s/(mg/d^2) = 2 \times 10^8 \quad \text{(Hertzian model)}.
\]

Statistics was collected for \( 10^7 \) time steps for \( k'_s/(mg/d^2) = 2 \times 10^5 \) (linear model) and \( [k'_s/(mg/d^2)] = 2 \times 10^5 \) (Hertzian model), and \( 2 \times 10^7 \) time steps for \( k'_s/(mg/d^2) = 10^8 \) (linear model) and

\[
k'_s/(mg/d^2) = 2 \times 10^8 \quad \text{(Hertzian model)}.
\]

The standard deviation about the mean is then calculated, and the error bars in the figures have length equal to two times the standard deviation. In the coordination number, force ratio, and force angle measurements, the standard deviation is typically 10%.
of the average, while in the measurements of the fractions of particles with a specified number of contacts, the standard deviation is about 15% of the average.

APPENDIX B: PARTICLE CONTACT STATISTICS

The variation of the coordination number with \( y/d \) is shown in Fig. 22 for the linear contact model with friction, and in Fig. 23 for the linear contact model without friction, for two different values of the scaled spring constant, \( k_n/(mg/d) = 2 \times 10^5 \) and \( k_n/(mg/d) = 2 \times 10^6 \). Figure 24 shows the variation of the coordination number with height for the Hertzian contact model with friction for \( k'_n/(mg/d^{1/2}) = 2 \times 10^5 \) and \( k'_n/(mg/d^{1/2}) = 2 \times 10^6 \). In order to analyze this variation, the \( y \) coordinate was divided into five bins of width eight particle diameters each, and the coordination number was calculated in each of these bins. The lowest bin also included the two layers of frozen particles, which are neglected in the coordination number calculation. However, it is likely that the coordination number in the lowest bin is different because the coordination number between the frozen and the moving particles will, in general, be different from that between the moving particles higher up. The coordination number in the highest bin also includes the fluidized layer of particles at the top, and so the coordination number is significantly lower than the average. In addition, it is known that there are conduction boundary layers at the bottom and top of thickness \( d/(1 - e_n)^{1/2} \), where the Bagnold scaling is not valid. For this reason, we do not include the top and bottom 5 layers in the calculation of averages and only include particles from \( (y/d) = 5 \) to \( (y/d) = 35 \). In this region, there is a variation of about \( \pm 10\% - 15\% \) in the coordination number. A similar variation is also observed for the linear contact model without friction and the Hertzian contact model. The earlier studies of Silbert et al. and Brewster et al. showed a similar lack of variation of contact lifetimes with height.

A more detailed picture of the nature of particle contacts is obtained by looking at \( Z_n \), the fraction of the total number of particles which have \( n \) contacts, where \( n \) varies from 0 (for particles that are not in contact with any other particles) to a maximum of 12 for particles arranged in a perfect fcc or hcp lattice, or even larger if the particles are severely deformed. The normalization condition requires that \( \sum_0^n Z_n = 1.0 \). The value of \( Z_1 \) (fraction of particles that overlap with one other particle), \( Z_2 \) (fraction of particles that overlap with two other particles), and \( \sum_0^n Z_n \) (fraction of particles that overlap with three or more other particles) for different values of the spring constant and for different angles of inclination are shown in Figs. 25–27 for the three different contact models.

There are several interesting features in these figures. As the spring constant is increased at constant volume fraction and coefficient of restitution, it might be expected that the period of an interaction will decrease to zero proportional to
(\(m/k\))^{1/2}, and at some (large) value of the spring constant the period of an interaction will become small compared to the time between interactions. Beyond this value, the system will be in a binary contact regime, and the value \(Z_0\) will tend to 1, while all other \(Z_n\) for \(n \geq 1\) will go to 0. Thus, it is expected that \(Z_0\) will increase continuously to 1 as the spring constant is increased, while \(Z_n\) for \(n \geq 1\) will decrease to 0. These trends are observed at all angles of inclination \(\theta \geq 22^\circ\), indicating that the system can be well described by the binary contact approximation. These trends are not observed at the lowest angle of inclination of 21°, as discussed below.

At the lowest angle of inclination of 21°, the fractions of particles with 1 and 2 contacts, \(Z_1\) and \(Z_2\), do not change much as the spring constant is increased. The fraction of particles with no contacts \(Z_0\) increases as the spring constant is increased, while the fraction of particles with more than two contacts decreases. The fraction of particles with more than two contacts is less than 0.1 for the values of the scaled spring and damping constants corresponding to real particles even when the angle of inclination is 21° for the linear contact model, although an extrapolation of the data in Fig. 27 might lead to a slightly higher fraction. The fraction of particles with one and two contacts is consistently in the range of 0.2–0.3 for 21°, but they decrease as the angle of inclination is increased. This could indicate that the spring constants studied here are not large enough for the hard particle approximation to be valid, and it is necessary to go to still higher values of the spring constant to attain the hard particle limit. However, it is interesting to note that at the lowest angle of inclination of 21°, the fraction of particles with no contacts is 0.4 for the linear model with scaled spring constants corresponding to real particles. Even for the Hertzian contact model, the extrapolation of the data in Fig. 27 indicates that the fraction of particles with no contacts is in the range of 0.3–0.4. This indicates that the dynamics of the system is dominated by the interactions of particles with zero, one, and two contacts at the lowest angle of 21°. Therefore, the binary contact model is not expected to be accurate at the lowest angle of 21°, and it may be necessary to incorporate multiple contacts.